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ABSTRACT: 

Patients with Liver disease have been continuously increasing because of excessive 

consumption of alcohol, inhale of harmful gases, intake of contaminated food, pickles and drugs. 

Automatic classification tools may reduce burden on doctors. This paper evaluates the 

selected classification algorithms for the classification of some liver patient datasets. The 

classification algorithms considered here are Naïve Bayes classifier, C4.5, Back propagation 

Neural Network algorithm, and Support Vector Machines. These algorithms are evaluated based 

on four criteria: Accuracy, Precision, Sensitivity and Specificity. 
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ABSTRACT: 

Classification and patterns extraction from customer data is very important for business support and 

decision making. Timely identification of newly emerging trends is very important in business 

process. Large companies are having huge volume of data but starving for knowledge. To overcome 

the organization current issue, the new breed of technique is required that has intelligence and capability 

to solve the knowledge scarcity and the technique is called Data mining. The objectives of this paper 

are to identify the high-profit, high-value and low-risk customers by one of the data mining technique - 

customer clustering. In the first phase, cleansing the data and developed the patterns via demographic 

clustering algorithm using IBM I-Miner. In the second phase, profiling the data, develop the clusters and 

identify the high-value low-risk customers. This cluster typically represents the 10-20 percent of 

customers which yields 80% of the revenue. 

KEYWORDS: 

Data mining, customer clustering and I-Miner 

For More Details : http://airccse.org/journal/ijdms/papers/3411ijdms01.pdf 

 

Volume Link : http://airccse.org/journal/ijdms/current2011.html 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://airccse.org/journal/ijdms/papers/3411ijdms01.pdf
http://airccse.org/journal/ijdms/current2011.html


  

 

 

 

 

REFERENCES 

[1] Lefait, G. and Kechadi, T, (2010) “Customer Segmentation Architecture Based on Clustering 

Techniques” Digital Society, ICDS’10, Fourth International Conference, 10 -02-2010. 

[2] Fraley, Andrew, and Thearting, Kurt (1999). Increasing customer value by integrating data 

mining and campaign management software. DataManagement, 49–53. 

[3] P. Bhargavi and S.Jyothi, (2009) “Applying Naïve Bayes Data Mining Technique for 

Classification of Agricultural land Soils” IJCSNS International Journal of computer Science and 

Network Security, VOL. 9 No.8, August 117-122. 

[4] I.Krishna Murthy, “Data Mining- Statistics Applications: A Key to Managerial Decision 

 Making”, Article/Report indiastat.com, April-May 2010. 

[5] Association Analysis of Customer Services from the Enterprise Customer Management 

SystemICDM-2006. 

[6] Terry Harris, (2008)“Optimization creates lean green supply chains”, Data Mining Book 

[7] Matt Hartely (2005)“Using Data Mining to predict inventory levels” Data Mining Book 

[8] Hu, Tung-Lai, & Sheub, Jiuh-Biing (2003). “A fuzzy-based customer classification method 

for demand-responsive logistical distribution operations”, Fuzzy Sets and Systems, 139, 431– 

450. 

[9] Hwang, Hyunseok, Jung, Taesoo, & Suh, Euiho (2004). “An LTV model and customer 

segmentation based on customer value: A case study on the wireless telecommunication 

industry”, Expert Systems with Applications, 26, 181–188. 

[10] Jiao, Jianxin, & Zhang, Yiyang (2005). “Product portfolio identification based on 

association rule mining” Computer-Aided Design, 37, 149–172. 

[11] Jonker, Jedid-Jah, Piersma, Nanda, & Poel, Dirk Van den (2004). “Joint optimization of 

customer segmentation and marketing policy to maximize long-term profitability”. Expert 

Systems with Applications, 27, 159–168. 

[12] Kim, Su-Yeon, Jung, Tae-Soo, Suh, Eui-Ho, & Hwang, Hyun-Seok (2006). “Customer 

segmentation and strategy development based on customer life time value”: A case study. Expert 

Systems with Applications, 31, 101–107. 

[13] Kim, Yong Seog, & Street, W. Nick (2004). “An intelligent system for customer targeting: 

A data mining approach”. Decision Support Systems, 37, 215–228. 

[14] Kim, Yong Seog, Street, W. Nick, Russell, Gary J., & Menczer, Filippo (2005). “Customer 

Targeting: A Neural Network Approach Guided by Genetic Algorithms.” Management Science, 

51(2), 264– 276. 



  

 

[15] Kuo, R. J., An, Y. L., Wang, H. S., & Chung, W. J. (2006). “Integration of self-organizing 

feature maps neural net work and genetic K-means algorithm for market segmentation”. Expert 

Systems with Applications, 30, 313–324. 

 [16] Pham, D.T. and Afify, A.A. (2006) “Clustering techniques and their applications in engineering”.   

Proceedings of the Institution of Mechanical Engineers, Part C: Journal of Mechanical Engineering 

Science, 

[17] A.K. Jain, M.N. Murty, and P. J. Flynn,(1999) “Data clustering: a review”, ACM 

Computing Surveys (CSUR), Vol.31, Issue 3,, 1999. 

[18] Grabmeier, J. and Rudolph, A. (2002) “Techniques of cluster algorithms in data mining” 

Data Mining and Knowledge Discovery, 6, 303-360. 

[19] Han, J. and Kamber, M. (2001) “Data Mining: Concepts and Techniques”, (Academic Press, 

San Diego, California, USA). 

[20] Jiyuan An , Jeffrey Xu Yu , Chotirat Ann Ratanamahatana , Yi-Ping Phoebe Chen,(2007) 

“A dimensionality reduction algorithm and its application for interactive visualization”, Journal 

of Visual Languages and Computing, v.18 n.1, , February p.48-70. 

[21] Nargess Memarsadeghi , Dianne P. O'Leary,(2003) “Classified Information: The Data 

Clustering Problem”, Computing in Scienceand Engineering, v.5 n.5, September p.54-60, 

[22] Yifan Li , Jiawei Han , Jiong Yang, (2004) “Clustering moving objects”, Proceedings of the 

tenth ACM SIGKDD international conference on Knowledge discovery and data mining, August 

22-25, Seattle, WA, USA 

[23] Sherin M. Youssef , Mohamed Rizk , Mohamed El-Sherif, (2008) “Enhanced swarm-like 

agents for dynamically adaptive data clustering”, Proceedings of the 2nd WSEAS International 

Conference on Computer Engineering and Applications, p.213-219, January 25-27, Acapulco, 

Mexico 

[24] Marcel Brun , Chao Sima , Jianping Hua , James Lowey , Brent Carroll , Edward Suh , 

Edward R. Dougherty,(2007) Model-based evaluation of clustering validation measures, Pattern 

Recognition, v.40 n.3, March p.807-824. 

AUTHOR: 

 Sankar Rajagopal received M.Sc., degree in Electronics, M.E degree in Materials Science and Ph.D  

in Metallurgical Engineering from Bharathidasan University in 1990, 1992 and Indian Institute of  

Technology-Madras, Chennai 1999 respectively. After completion of his doctoral degree, he joined in 

TATA Consultancy Services as a Software Consultant. Then he has elevated to position Enterprise 

DW/BI Architect. His areas of research interests include Metal Matrix Composites, Mechanical alloying, 

Material Informatics, Mechanical Behaviors of Materials, Nanotechnology and Data Mining and 

Knowledge Discovery. He has published about 15 contributed peer reviewed papers at National / 

International Journals and Conferences. He received best oral presentation awards in conferences. 



  

Citation Count -146 

 

HIGH CAPACITY DATA HIDING USING LSB  STEGANOGRAPHY AND 

ENCRYPTION 

 
Shamim Ahmed Laskar1 and Kattamanchi Hemachandran2  

Department of Computer Science Assam University, Silchar, Assam, 

India 

 

ABSTRACT 

The network provides a method of communication to distribute information to the masses. With the 

growth of data communication over computer network, the security of information has become a 

major issue. Steganography and cryptography are two different data hiding techniques. Steganography 

hides messages inside some other digital media. Cryptography, on the other hand obscures the content of 

the message. We propose a high capacity data embedding approach by the combination of 

Steganography and cryptography. In the process a message is first encrypted using transposition cipher 

method and then the encrypted message is embedded inside an image using LSB insertion method. The 

combination of these two methods will enhance the security of the data embedded. This combinational 

methodology will satisfy the requirements such as capacity, security and robustness for secure data 

transmission over an open channel. A comparative analysis is made to demonstrate the effectiveness 

of the proposed method by computing Mean square error (MSE) and Peak Signal to Noise Ratio 

(PSNR). We analyzed the data hiding technique using the image performance parameters like Entropy, 

Mean and Standard Deviation. The stego images are tested by transmitting them and the embedded 

data are successfully extracted by the receiver. The main objective in this paper is to provide resistance 

against visual and statistical attacks as well as high capacity. 
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Steganography, Cryptography, plain text, encryption, decryption, transposition cipher, Least Significant 
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ABSTRACT 
 
Educational Data Mining (EDM) is an emerging field exploring data in educational context by applying 

different Data Mining (DM) techniques/tools. It provides intrinsic knowledge of teaching and learning 

process for effective education planning. In this survey work focuses on components, research trends 

(1998 to 2012) of EDM highlighting its related Tools, Techniques and educational Outcomes. It also 

highlights the Challenges EDM. 
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ABSTRACT 

This paper aims to explore models based on the extreme gradient boosting (XGBoost) 

approach for business risk classification. Feature selection (FS) algorithms and hyper-

parameter optimizations are simultaneously considered during model training. The five 

most commonly used FS methods including weight by Gini, weight by Chi-square, 

hierarchical variable clustering, weight by correlation, and weight by information are 

applied to alleviate the effect of redundant features. Two hyper-parameter optimization 

approaches, random search (RS) and Bayesian tree-structured Parzen Estimator (TPE), 

are applied in XGBoost. The effect of different FS and hyper-parameter optimization 

methods on the model performance are investigated by the Wilcoxon Signed Rank Test. 

The performance of XGBoost is compared to the traditionally utilized logistic regression 

(LR) model in terms of classification accuracy, area under the curve (AUC), recall, and 

F1 score obtained from the 10-fold cross validation. Results show that hierarchical 

clustering is the optimal FS method for LR while weight by Chi-square achieves the best 

performance in XG-Boost. Both TPE and RS optimization in XGBoost outperform LR 

significantly. TPE optimization shows a superiority over RS since it results in a 

significantly higher accuracy and a marginally higher AUC, recall and F1 score. 

Furthermore, XGBoost with TPE tuning shows a lower variability than the RS method. 

Finally, the ranking of feature importance based on XGBoost enhances the model 

interpretation. Therefore, XGBoost with Bayesian TPE hyper-parameter optimization 

serves as an operative while powerful approach for business risk modeling. 
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ABSTRACT 

 

Relational databases are a technology used universally that enables storage, management and 

retrieval of varied data schemas. However, execution of requests can become a lengthy and 

inefficient process for some large databases. Moreover, storing large amounts of data requires 

servers with larger capacities and scalability capabilities. Relational databases have limitations to 

deal with scalability for large volumes of data. On the other hand, non-relational database 

technologies, also known as NoSQL, were developed to better meet the needs of key-value 

storage of large amounts of records. But there is a large amount of NoSQL candidates, and 

most have not been compared thoroughly yet. The purpose of this paper is to compare 

different NoSQL databases, to evaluate their performance according to the typical use for storing 

and retrieving data. We tested 10 NoSQL databases with Yahoo! Cloud Serving Benchmark 

using a mix of operations to better understand the capability of non-relational databases for 

handling different requests, and to understand how performance is affected by each database 

type and their internal mechanisms. 
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ABSTRACT 

 

Different spatial objects that vary in their characteristics, such as molecular biology 

and geography, are presented in spatial areas. Methods to organize, manage, and 

maintain those objects in a structured manner are required. Data mining raised 

different techniques to overcome these requirements. There are many major tasks of 

data mining, but the mostly used task is clustering. Data set within the same cluster 

share common features that give each cluster its characteristics. In this paper, an 

implementation of Approximate kNN-based spatial clustering algorithm using the 

K-d tree is proposed. The major contribution achieved by this research is the use of 

the k-d tree data structure for spatial clustering, and comparing its performance to 

the brute-force approach. The results of the work performed in this paper revealed 

better performance using the k-d tree, compared to the traditional brute-force 

approach. 
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ABSTRACT 

We present a Heterogenous Data Quality Methodology (HDQM) for Data Quality (DQ) assessment and 

improvement that considers all types of data managed in an organization, namely structured data represented 

in databases, semistructured data usually represented in XML, and unstructured data represented in 

documents. We also define a meta-model in order to describe the relevant knowledge managed in the 

methodology. The different types of data are translated in a common conceptual representation. We consider 

two dimensions widely analyzed in the specialist literature and used in practice: Accuracy and Currency. The 

methodology provides stakeholders involved in DQ management with a complete set of phases for data quality 

assessment and improvement. A non trivial case study from the business domain is used to illustrate and 

validate the methodology. 
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ABSTRACT 

Cloud computing has been the most adoptable technology in the recent times, and the database has also 

moved to cloud computing now, so we will look into the details of database as a service and its functioning. 

This paper includes all the basic information about the database as a service. The working of database as a 

service and the challenges it is facing are discussed with an appropriate. The structure of database in cloud 

computing and its working in collaboration with nodes is observed under database as a service. This paper 

also will highlight the important things to note down before adopting a database as a service provides that is 

best amongst the other. The advantages and disadvantages of database as a service will let you to decide 

either to use database as a service or not. Database as a service has already been adopted by many e-

commerce companies and those companies are getting benefits from this service. 
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ABSTRACT 

 

Various studies on consumer purchasing behaviors have been presented and used in real 

problems. Data mining techniques are expected to be a more effective tool for analyzing 

consumer behaviors. However, the data mining method has disadvantages as well as 

advantages. Therefore, it is important to select appropriate techniques to mine databases. 

The objective of this paper is to know consumer behavior, his psychological condition at the 

time of purchase and how suitable data mining method apply to improve conventional 

method. Moreover, in an experiment, association rule is employed to mine rules for trusted 

customers using sales data in a super market industry 
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