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A Review Paper : Noise Models in Digital Image Processing 

Ajay Kumar Boyat and Brijendra Kumar Joshi,  

Military College of Tele Communication Engineering, India 

ABSTRACT 

 Noise is always presents in digital images during image acquisition, coding, transmission, and 

processing steps. Noise is very difficult to remove it from the digital images without the prior 

knowledge of noise model. That is why, review of noise models are essential in the study of 

image denoising techniques. In this paper, we express a brief overview of various noise models. 

These noise models can be selected by analysis of their origin. In this way, we present a 

complete and quantitative analysis of noise models available in digital images. 
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Content Based Image Retrieval Using Color and Texture 

Manimala Singha and K. Hemachandran 

Assam University, India 

ABSTRACT 

The increased need of content based image retrieval technique can be found in a number of 

different domains such as Data Mining, Education, Medical Imaging, Crime Prevention, Weather 

forecasting, Remote Sensing and Management of Earth Resources. This paper presents the 

content based image retrieval, using features like texture and color, called WBCHIR (Wavelet 

Based Color Histogram Image Retrieval).The texture and color features are extracted through 

wavelet transformation and color histogram and the combination of these features is robust to 

scaling and translation of objects in an image. The proposed system has demonstrated a 

promising and faster retrieval method on a WANG image database containing 1000 general-

purpose color images. The performance has been evaluated by comparing with the existing 

systems in the literature. 
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Algorithm and Technique on Various Edge Detection : A Survey 
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ABSTRACT 

An edge may be defined as a set of connected pixels that forms a boundary between two disjoints 

regions. Edge detection is basically, a method of segmenting an image into regions of 

discontinuity. Edge detection plays an important role in digital image processing and practical 

aspects of our life. .In this paper we studied various edge detection techniques as Prewitt, Robert, 

Sobel, Marr Hildrith and Canny operators. On comparing them we can see that canny edge 

detector performs better than all other edge detectors on various aspects such as it is adaptive in 

nature, performs better for noisy image, gives sharp edges , low probability of detecting false 

edges etc. 
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Histopathological Image Analysis Using Image Processing Techniques: An Overview 
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ABSTRACT 

This paper reviews computer assisted histopathology image analysis for cancer detection and 

classification. Histopathology refers to the examination of invasive or less invasive biopsy sample by a 

pathologist under microscope for locating, analyzing and classifying most of the diseases like cancer. The 

analysis of histoapthological image is done manually by the pathologist to detect disease which leads to 

subjective diagnosis of sample and varies with level of expertise of examiner. The pathologist examine 

the tissue structure, distribution of cells in tissue, regularities of cell shapes and determine benign and 

malignancy in image. This is very time consuming and more prone to intra and inter observer variability. 

To overcome this difficulty a computer assisted image analysis is needed for quantitative diagnosis of 

tissue. In this paper we reviews and summarize the applications of digital image processing techniques for 

histology image analysis mainly to cover segmentation and disease classification methods. 
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Image processing, histopathological image analysis, image segmentation, and computer assisted 

diagnosis. 
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Technology, India 

ABSTRACT 

Mel Frequency Ceptral Coefficient is a very common and efficient technique for signal 

processing. This paper presents a new purpose of working with MFCC by using it for Hand 

gesture recognition. The objective of using MFCC for hand gesture recognition is to explore the 

utility of the MFCC for image processing. Till now it has been used in speech recognition, for 

speaker identification. The present system is based on converting the hand gesture into one 

dimensional (1-D) signal and then extracting first 13 MFCCs from the converted 1-D signal. 

Classification is performed by using Support Vector Machine. Experimental results represents 

that proposed application of using MFCC for gesture recognition have very good accuracy and 

hence can be used for recognition of sign language or for other household application with the 

combination for other techniques such as Gabor filter, DWT to increase the accuracy rate and to 

make it more efficient. 

KEYWORDS 

Hand gesture, 1D signal, MFCC (Mel Frequency Cepstral Coefficient), SVM (Support Vector 

Machine). 
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A Comparative Study of Histogram Equalization Based Image Enhancement Techniques 

for Brightness Preservation and Contrast Enhancement 
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RGPV, India 

ABSTRACT 

Histogram Equalization is a contrast enhancement technique in the image processing which uses 

the histogram of image. However histogram equalization is not the best method for contrast 

enhancement because the mean brightness of the output image is significantly different from the 

input image. There are several extensions of histogram equalization has been proposed to 

overcome the brightness preservation challenge. Contrast enhancement using brightness 

preserving bi-histogram equalization (BBHE) and Dualistic sub image histogram equalization 

(DSIHE) which divides the image histogram into two parts based on the input mean and median 

respectively then equalizes each sub histogram independently. This paper provides review of 

different popular histogram equalization techniques and experimental study based on the 

absolute mean brightness error (AMBE), peak signal to noise ratio (PSNR), Structure similarity 

index (SSI) and Entropy. 

KEYWORDS 

Histogram Equalization, Contrast Enhancement, Brightness Preservation, Absolute Mean 

Brightness Error, Peak Signal to Noise Ratio, Structure Similarity Index. 

 

Volume URL : https://www.airccse.org/journal/sipij/vol4.html 

Source URL : https://aircconline.com/sipij/V4N5/4513sipij02.pdf 

https://www.airccse.org/journal/sipij/vol4.html
https://aircconline.com/sipij/V4N5/4513sipij02.pdf


 

 

 

 

 

REFERENCES  

[1] Wahab A, Chin SH, and Tan SH, “Novel Approach To Automated Fingerprint Recognition”, IEE 

Proceedings Vision, Image and Signal Processing, (1998), vol. 145, pp. 160-166. 

 [2] Pizer SM, “The Medical Image Display and Analysis Group at The University of North Carolina: 

Reminiscences and Philosophy”, IEEE Trans. Med. Image, (2003), vol. 22, pp. 2-10. 

 [3] Torre A, Peinado AM, Segura JC, Perez-Cordoba JL, Benitez MC, and Rubio AJ, “Histogram 

Equalization of Speech Representation for Robust Speech Recognition”, IEEE Trans. Speech Audio 

Processing, (2005), vol. 13, pp. 355-366.  

[4] Scott E Umbaugh, Computer Vision and Image Processing, Prentice Hall: New Jersey 1998, pp. 209. 

[5] Gonzalez RC and Woods RE, “Digital Image Processing” Pearson Education Pvt. Ltd, Second 

Edition, Delhi, (2003).  

[6] Kim YT, “Contrast Enhancement Using Brightness Preserving Bi-Histogram Equalization”, 

Consumer Electronics, IEEE Transactions on, (1997), vol. 43, no.1, pp.1-8. 

 [7] Wang Y, Chen Q, and Zhang B, “Image Enhancement Based On Equal Area Dualistic Sub-Image 

Histogram Equalization Method”, Consumer Electronics, IEEE Transactions on, (1999), vol. 45, no. 1, 

pp. 68-75.  

[8] Chen SD and Ramli A, “Contrast Enhancement Using Recursive Mean-Separate Histogram 

Equalization For Scalable Brightness Preservation”, Consumer Electronics, IEEE Transactions on, 

(2003), vol. 49, no. 4. pp. 1301-1309, 

 [9] Chen SD and Ramli A, “Minimum Mean Brightness Error Bi-Histogram Equalization in Contrast 

Enhancement”, Consumer Electronics, IEEE Transactions on, Nov (2003), vol. 49, no. 4, pp. 1310- 1319.  

[10] Sim KS, Tso CP, and Tan YY, “Recursive Sub-Image Histogram Equalization Applied To Gray 

Scale Images”, Pattern Recognition Letters, Feb (2007), vol. 28, pp. 1209-1221. 

 

 

 



 

 

 

 

 

 

 

 

 

AUTHORS 

 Omprakash Patel He was born in Jabalpur, India. He received his Bachelor of 

Engineering degree in Computer Science & Engineering from GGITS Jabalpur 

affiliated from RGPV Bhopal, in 2010. He is currently pursuing Master of 

Technology (M.Tech.) in Computer Science & Application from School of Information Technology, 

UTD, RGPV, Bhopal, India. His research interest includes image enhancement and medical image 

processing. 

 

Yogendra P.S. Maravi He obtained his Bachelor’s degree in Information 

Technology from UIT, RGPV, Bhopal. He received his M.Tech degree in 

Computer Science from School of Computer Science, DAVV, Indore. He 

is working as Assistant Professor in School of Information Technology, 

UTD, RGPV, Bhopal, India. 

 

 

 

Dr. Sanjeev Sharma He is working as Associate Professor in the School of Information Technology, 

UTD, RGPV, Bhopal, India. His research interest is in Mobile Computing. He is a member of Computer 

Society of India ACM, Computer Science Teachers Association (CSTA). 
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ABSTRACT 

Noise is a major issue while transferring images through all kinds of electronic communication. One of 

the most common noise in electronic communication is an impulse noise which is caused by unstable 

voltage. In this paper, the comparison of known image denoising techniques is discussed and a new 

technique using the decision based approach has been used for the removal of impulse noise. All these 

methods can primarily preserve image details while suppressing impulsive noise. The principle of these 

techniques is at first introduced and then analysed with various simulation results using MATLAB. Most 

of the previously known techniques are applicable for the denoising of images corrupted with less noise 

density. Here a new decision based technique has been presented which shows better performances than 

those already being used. The comparisons are made based on visual appreciation and further 

quantitatively by Mean Square error (MSE) and Peak Signal to Noise Ratio (PSNR) of different filtered 

images. 
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Impulse Noise, Nonlinear filter, Adaptive Filters, Decision Based Filters. 
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ABSTRACT 

Vehicle detection and tracking applications play an important role for civilian and military applications 

such as in highway traffic surveillance control, management and urban traffic planning. Vehicle detection 

process on road are used for vehicle tracking, counts, average speed of each individual vehicle, traffic 

analysis and vehicle categorizing objectives and may be implemented under different environments 

changes. In this review, we present a concise overview of image processing methods and analysis tools 

which used in building these previous mentioned applications that involved developing traffic 

surveillance systems. More precisely and in contrast with other reviews, we classified the processing 

methods under three categories for more clarification to explain the traffic systems. 

 

KEYWORDS 

Vehicle detection, Tracking, Traffic surveillance, Occlusion, Shadow & Classification 

 

Volume URL : https://www.airccse.org/journal/sipij/vol5.html 

Source URL : https://aircconline.com/sipij/V5N1/5114sipij01.pdf 

 

https://www.airccse.org/journal/sipij/vol5.html
https://aircconline.com/sipij/V5N1/5114sipij01.pdf


 

 

 

 

 

 

 

REFERENCES  

[1] H. Chung-Lin and L. Wen-Chieh, "A vision-based vehicle identification system," in Pattern 

Recognition, 2004. ICPR 2004. Proceedings of the 17th International Conference on, 2004, pp. 364- 367 

Vol.4.  

[2] Z. Wei, et al., "Multilevel Framework to Detect and Handle Vehicle Occlusion," Intelligent 

Transportation Systems, IEEE Transactions on, vol. 9, pp. 161-174, 2008.  

[3] N. K. Kanhere and S. T. Birchfield, "Real-Time Incremental Segmentation and Tracking of Vehicles 

at Low Camera Angles Using Stable Features," Intelligent Transportation Systems, IEEE Transactions on, 

vol. 9, pp. 148-160, 2008.  

[4] N. K. Kanhere, "Vision-based detection, tracking and classification of vehicles using stable features 

with automatic camera calibration," ed, 2008, p. 105. 

 [5] A. H. S. Lai, et al., "Vehicle type classification from visual-based dimension estimation," in 

Intelligent Transportation Systems, 2001. Proceedings. 2001 IEEE, 2001, pp. 201-206.  

[6] Z. Zhigang, et al., "A real-time vision system for automatic traffic monitoring based on 2D 

spatiotemporal images," in Applications of Computer Vision, 1996. WACV '96., Proceedings 3rd IEEE 

Workshop on, 1996, pp. 162-167.  

[7] W. Wei, et al., "A method of vehicle classification using models and neural networks," in Vehicular 

Technology Conference, 2001. VTC 2001 Spring. IEEE VTS 53rd, 2001, pp. 3022-3026 vol.4. 

 [8] R. Rad and M. Jamzad, "Real time classification and tracking of multiple vehicles in highways," 

Pattern Recognition Letters, vol. 26, pp. 1597-1607, 2005.  

[9] Y. Iwasaki and H. Itoyama, "Real-time Vehicle Detection Using Information of Shadows Underneath 

Vehicles," in Advances in Computer, Information, and Systems Sciences, and Engineering, K. Elleithy, et 

al., Eds., ed: Springer Netherlands, 2006, pp. 94-98.  

[10] K. H. Lim, et al., "Lane-Vehicle Detection and Tracking," Proceedings of the International 

MultiConference of Engineers and Computer Scientists (IMECS 2009), vol. 2, pp. 5–10, 2009. 



 

 

 

 

 

 

AUTHORS 

 Raad Ahmed Hadi was born in June 1, 1979, Baghdad, Iraq. He received his 

M.Sc. Computer Science 2006 Iraqi Commission for Computers and Informatics, 

Baghdad, Iraq, B.Sc. Computer Science 2003 University of Technology, Baghdad, 

Iraq. Currently he is PhD. student in University Technology Malaysia (UTM), 

Johor, Malaysia. 

 

 

Ghazali Sulong was born in May 21, 1958 Malaysia. He received his Ph.D. 

Computing 1989 University of Wales College of Cardiff (UWCC), Wales, U.K., 

M.Sc. Computing 1982 University of Wales College Cardiff (UCC), Wales, U.K., 

B.Sc. Statistic 1979 UKM, Malaysia. Currently he is a Professor in Image Processing. 

 

Loay Edwar George was born in July 1, 1957 Baghdad, Iraq. He received his Ph.D. Computer Science 

1997 Baghdad University, Baghdad, Iraq, M.Sc. Physics 1983 Baghdad University, Baghdad, Iraq, B.Sc. 

Physics 1979 Baghdad University, Baghdad, Iraq. Currently he is a Professor in Image Processing. 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

Red Blood Cells Estimation Using Hough Transform Technique 

Nasrul Humaimi Mahmood and Muhammad Asraf Mansor 

Universiti Teknologi Malaysia, Malaysia 

ABSTRACT  

The number of red blood cells contributes more to clinical diagnosis with respect to blood diseases. The 

aim of this research is to produce a computer vision system that can detect and estimate the number of red 

blood cells in the blood sample image. Morphological is a very powerful tool in image processing, and it 

is been used to segment and extract the red blood cells from the background and other cells. The 

algorithm used features such as shape of red blood cells for counting process, and Hough transform is 

introduced in this process. The result presented here is based on images with normal blood cells. The 

tested data consists of 10 samples and produced the accurate estimation rate closest to 96% from manual 

counting.  
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