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ABSTRACT:

Named Entity Recognition (NER) is the subtask of Natural Language Processing (NLP) which
is the branch of artificial intelligence. It has many applications mainly in machine translation,
text to speech synthesis, natural language understanding, Information Extraction, Information
retrieval, question answering etc. The aim of NER is to classify words into some predefined
categories like location name, person name, organization name, date, time etc. In this paper we
describe the Hidden Markov Model (HMM) based approach of machine learning in detail to
identify the named entities. The main idea behind the use of HMM model for building NER
system is that it is language independent and we can apply this system for any language
domain. In our NER system the states are not fixed means it is of dynamic in nature one can
use it according to their interest. The corpus used by our NER system is also not domain
specific.
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ABSTRACT

In recent years, we have witnessed the rapid development of deep neural networks and
distributed representations in natural language processing. However, the applications of neural
networks in resume parsing lack systematic investigation. In this study, we proposed an end-
to-end pipeline for resume parsing based on neural networks-based classifiers and distributed
embeddings. This pipeline leverages the position-wise line information and integrated
meanings of each text block. The coordinated line classification by both line type classifier and
line label classifier effectively segment a resume into predefined text blocks. Our proposed
pipeline joints the text block segmentation with the identification of resume facts in which
various sequence labelling classifiers perform named entity recognition within labelled text
blocks. Comparative evaluation of four sequence labelling classifiers confirmed
BLSTMCNNSs-CRF’s superiority in named entity recognition task. Further comparison among
three publicized resume parsers also determined the effectiveness of our text block
classification method.
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ABSTRACT

The work in the area of machine translation has been going on for last few decades but the
promising translation work began in the early 1990s due to advanced research in Artificial
Intelligence and Computational Linguistics. India is a multilingual and multicultural country
with over 1.25 billion population and 22 constitutionally recognized languages which are
written in 12 different scripts. This necessitates the automated machine translation system for
English to Indian languages and among Indian languages so as to exchange the information
amongst people in their local language. Many usable machine translation systems have been
developed and are under development in India and around the world. The paper focuses on
different approaches used in the development of Machine Translation Systems and also briefly
described some of the Machine Translation Systems along with their features, domains and
limitations.
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ABSTRACT

Natural Language processing is an interdisciplinary branch of linguistic and computer
science studied under the Artificial Intelligence (Al) that gave birth to an allied area called
‘Computational Linguistics’ which focuses on processing of natural languages on
computational devices. A natural language consists of many sentences which are meaningful
linguistic units involving one or more words linked together in accordance with a set of
predefined rules called ‘grammar’. Grammar checking is fundamental task in the formal
world that validates sentences syntactically as well as semantically. Grammar Checker tool
is a prominent tool within language engineering. Our review draws on the till date
development of various Natural Language grammar checkers to look at past, present and
the future in the present context. Our review covers common grammatical errors , overview
of grammar checking process, grammar checkers of various languages with the aim of
seeking their approaches, methodologies and performance evaluation, which would be great
help for developing new tool and system as a whole. The survey concludes with the
discussion of different features included in existing grammar checkers of foreign languages
as well as a few Indian Languages.
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ABSTRACT

This paper presents a survey of Machine translation system for Indian Regional languages.
Machine translation is one of the central areas of Natural language processing (NLP). Machine
translation (henceforth referred as MT) is important for breaking the language barrier and
facilitating inter-lingual communication. For a multilingual country like INDIA which is largest
democratic country in whole world, there is a big requirement of automatic machine translation
system. With the advent of Information Technology many documents and web pages are coming
up in a local language so there is a large need of good MT systems to address all these issues in
order to establish a proper communication between states and union governments to exchange
information amongst the people of different states. This paper focuses on different Machine
translation projects done in India along with their features and domain.

KEYWORDS

Machine translation, computational linguistics, Indian Languages, Rule-based, Statistical,
Empirical MT, Principle-based, Knowledge-based, Hybrid
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ABSTRACT

Globalization and growth of Internet users truly demands for almost all internet based
applications to support local languages. Support of local languages can be given in all internet
based applications by means of Machine Transliteration and Machine Translation. This paper
provides the thorough survey on machine transliteration models and machine learning
approaches used for machine transliteration over the period of more than two decades for
internationally used languages as well as Indian languages. Survey shows that linguistic
approach provides better results for the closely related languages and probability based
statistical approaches are good when one of the languages is phonetic and other is
nonphonetic.Better accuracy can be achieved only by using Hybrid and Combined models.
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ABSTRACT



Sentiment analysis has played an important role in identifying what other people think and what
their behavior is. Text can be used to analyze the sentiment and classified as positive, negative or
neutral. Applying the sentiment analysis on the product reviews on e-market helps not only the
customer but also the industry people for taking decision. The method which provides sentiment
analysis about the individual product’s features is discussed here. This paper presents the use of
Natural Language Processing and SentiWordNet in this interesting application in Python: 1.
Sentiment Analysis on Product review [Domain: Electronic]2. sentiment analysis regarding the
product’s feature present in the product review [Sub Domain: Mobile Phones]. It usesa lexicon
based approach in which text is tokenized for calculating the sentiment analysis of the product
reviews on a e-market. The first part of paper includessentiment analyzer whichclassifiesthe
sentiment present in product reviews into positive, negative or neutral depending on the polarity.
The second part of the paper is an extension to the first part in which the customer review’s
containing product’s features will be segregated and then these separated reviews are classified
into positive, negative and neutral using sentiment analysis. Here, mobile phones are used as the
product with features as screen, processors, etc. This gives a business solution for users and
industries for effective product decisions.
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Text can be analysed by splitting the text and extracting the keywords . These may be represented
as summaries, tabular representation, graphical forms, and images. In order to provide a solution
to large amount of information present in textual format led to a research of extracting the text and
transforming the unstructured form to a structured format. The paper presents the importance of
Natural Language Processing (NLP) and its two interesting applications in Python Language: 1.
Automatic text summarization [Domain: Newspaper Articles] 2. Text to Graph Conversion
[Domain: Stock news]. The main challenge in NLP is natural language understanding i.e. deriving
meaning from human or natural language input which is done using regular expressions, artificial
intelligence and database concepts. Automatic Summarization tool converts the newspaper articles
into summary on the basis of frequency of words in the text. Text to Graph Converter takes in the
input as stock article, tokenize them on various index (points and percent) and time and then tokens
are mapped to graph. This paper proposes a business solution for users for effective time
management.

KEYWORDS

NLP, Automatic Summarizer, Text to Graph Converter, Data Visualization, Regular Expression,
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With the advancement of the web it is very difficult to keep up with the amplifying requirements
of learning on web, to satisfy user’s expectation. Users demand with the updated and accurate
results. To solve the queries Search Engines use different techniques. Google the most famous
search engine uses Page Ranking Algorithm. Ranking Algorithms arrange the results according to
the user’s needs. This paper deals with “Page Rank Algorithm”. Our proposed algorithm is an
extension of page rank algorithm which refines the results so that user gets what he/she expects.
We have used a measure Average Precision to compare Page Rank algorithm and the proposed
algorithm, and proved that our algorithm provides better results.
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ABSTRACT

Language transliteration is one of the important areas in NLP. Transliteration is very useful for
converting the named entities (NES) written in one script to another script in NLP applications like
Cross Lingual Information Retrieval (CLIR), Multilingual VVoice Chat Applications and Real Time
Machine Translation (MT). The most important requirement of Transliteration system is to
preserve the phonetic properties of source language after the transliteration in target language. In
this paper, we have proposed the named entity transliteration for Hindi to English and Marathi to
English language pairs using Support Vector Machine (SVM). In the proposed approach, the
source named entity is segmented into transliteration units; hence transliteration problem can be
viewed as sequence labeling problem. The classification of phonetic units is done by using the
polynomial kernel function of Support Vector Machine (SVM). Proposed approach uses phonetic
of the source language and n-gram as two features for transliteration.

KEYWORDS
Machine Transliteration, n-gram, Support Vector Machine, Syllabification

Full Text: https://airccse.org/journal/ijnic/papers/2413ijnlc04.pdf

Volume URL: https://airccse.org/journal/ijnlc/vol2.html

REFERENCES

[1] Padariya Nilesh, Chinnakotla Manoj, Nagesh Ajay, Damani Om P.(2008) “Evaluation of Hindi
to English, Marathi to English and English to Hindi”, IIT Mumbai CLIR at FIRE.

[2] Saha Sujan Kumar, Ghosh P. S, Sarkar Sudeshna and Mitra Pabitra (2008) “Named entity
recognition in Hindi using maximum entropy and transliteration.” [3] BIS (1991) “Indian standard
code for information interchange (ISCII)”, Bureau of Indian Standards, New Delhi.


https://airccse.org/journal/ijnlc/papers/2413ijnlc04.pdf
https://airccse.org/journal/ijnlc/vol2.html

[4] Joshi R K, Shroff Keyur and Mudur S P (2003) “A Phonemic code based scheme for effective
processing of Indian languages”, National Centre for Software Technology, Mumbai, 23rd
Internationalization and Unicode Conference, Prague, Czech Republic, pp 1-17.

[5] Arbabi M, Fischthal S M, Cheng V C and Bart E (1994) “Algorithms for Arabic name
transliteration”, IBM Journal of Research and Development, pp 183-194.

[6] Knight Kevin and Graehl Jonathan (1997) “Machine transliteration”, In proceedings of the 35th
annual meetings of the Association for Computational Linguistics, pp 128-135.

[7] Stalls Bonnie Glover and Kevin Knight (1998) “Translating names and technical terms in
Arabic text.”

[8] Al-Onaizan Y, Knight K (2002) “Machine translation of names in Arabic text”, Proceedings
of the ACL conference workshop on computational approaches to Semitic languages.

[9] Jaleel Nasreen Abdul and Larkey Leah S. (2003) “Statistical transliteration for English-Arabic
cross language information retrieval”, In Proceedings of the 12th international conference on
information and knowledge management, pp 139 — 146.

[10] Jung S. Y., Hong S., S., Paek E.(2003) “English to Korean transliteration model of extended
Markov window”, In Proceedings of the 18th Conference on Computational Linguistics, pp 383—
389.

[11] Ganapathiraju M., Balakrishnan M., Balakrishnan N., Reddy R. (2005) “OM: One Tool for
Many (Indian) Languages”, ICUDL: International Conference on Universal Digital Library,
Hangzhou.

[12] Malik M G A (2006) “Punjabi Machine Transliteration”, Proceedings of the 21st International
Conference on Computational Linguistics and the 44th annual meeting of the ACL, pp 1137-1144.

[13] Sproat R.(2002) “Brahmi scripts, In Constraints on Spelling Changes”, Fifth International
Workshop on Writing Systems, Nijmegen, The Netherlands.

[14] Sproat R.(2003) “A formal computational analysis of Indic scripts”, In International
Symposium on Indic Scripts: Past and Future, Tokyo.

[15] Sproat R.(2004) “A computational theory of writing systems, In Constraints on Spelling
Changes”, Fifth International Workshop on Writing Systems, Nijmegen, The Netherlands.

[16] Kopytonenko M. , Lyytinen K. , and Krkkinen T.(2006) “Comparison of phonological
representations for the grapheme-to-phoneme mapping, In Constraints on Spelling Changes”, Fifth
International Workshop on Writing Systems, Nijmegen, The Netherlands.

[17] Ganesh S, Harsha S, Pingali P, and Verma V (2008) “Statistical transliteration for cross
language information retrieval using HMM alignment and CRF”, In Proceedings of the Workshop
on CLIA, Addressing the Needs of Multilingual Societies.

[18] Sumaja Sasidharan, Loganathan R, and Soman K P (2009) “English to Malayalam
Transliteration Using Sequence Labeling Approach” International Journal of Recent Trends in
Engineering, VVol. 1, No. 2, pp 170-172

[19] Oh Jong-Hoon, Kiyotaka Uchimoto, and Kentaro Torisawa (2009) “Machine transliteration
using target-language grapheme and phoneme: Multi-engine transliteration approach”,
Proceedings of the Named Entities Workshop ACL-IJCNLP Suntec, Singapore, AFNLP, pp 36—
39

[20] Antony P.J, Soman K.P (2010) “Kernel Method for English to Kannada Transliteration”,

Conference on Machine Learning and Cybernetics, pp 11-14

[21] Ekbal A. and Bandyopadhyay S. (2007) “A Hidden Markov Model based named entity
recognition system: Bengali and Hindi as case studies”, Proceedings of 2nd International
conference in Pattern Recognition and Machine Intelligence, Kolkata, India, pp 545-552.



[22] Ekbal A. and Bandyopadhyay S. (2008) “Bengali named entity recognition using support
vector machine”, In Proceedings of the IJCNLP-08 Workshop on NER for South and South East
Asian languages, Hyderabad, India, pp 51-58.

[23] Ekbal A. and Bandyopadhyay S. (2008), “Development of Bengali named entity tagged
corpus and its use in NER system”, In Proceedings of the 6th Workshop on Asian Language
Resources.

[24] Ekbal A. and Bandyopadhyay S. (2008) “A web-based Bengali news corpus for named entity
recognition”, Language Resources & Evaluation, vol. 42, pp 173-182.

[25] Ekbal A. and Bandyopadhyay S.(2008) “Improving the performance of a NER system by
postprocessing and voting”, In Proceedings of Joint IAPR International Workshop on Structural
Syntactic and Statistical Pattern Recognition, Orlando, Florida, pp 831-841.

[26] Ekbal A. and Bandyopadhyay S.(2009) “Bengali Named Entity Recognition using Classifier
Combination”, In Proceedings of Seventh International Conference on Advances in Pattern
Recognition, pp 259-262.

[27] Ekbal A. and Bandyopadhyay S. (2009) “Voted NER system using appropriate unlabelled
data”, In Proceedings of the Named Entities Workshop, ACL-IJCNLP.

[28] Ekbal A. and Bandyopadhyay S. (2010) “ Named entity recognition using appropriate
unlabeled data, post-processing and voting”, In Informatica, Vol 34, No. 1, pp 55-76.

[29] Chinnakotla Manoj K., Damani Om P., and Satoskar Avijit (2010) “Transliteration for
ResourceScarce Languages”, ACM Trans. Asian Lang. Inform,Article 14, pp 1-30.

[30] Kishorjit Nongmeikapam (2012) “Transliterated SVM Based Manipuri POS Tagging”,
Advances in Computer Science and Engineering and Applications, pp 989-999

[31] K.P.Sonam, V. Ajay, R. Laganatha.(2009) “Machine Learning with SVM and Other Kernel
Methods”, Machine Learning Book, PHI.

[32] Koul Omkar N. (2008) “Modern Hindi Grammar”, Dunwoody Press [33] Walambe M. R.
(1990) “Marathi Shuddalekhan”, Nitin Prakashan, Pune

[34] Walambe M. R. (1990) “Marathi Vyakran”, Nitin Prakashan, Pune

[35] Dhore M L, Dixit S K and Dhore R M (2012) “Hindi and Marathi to English NE
Transliteration Tool using Phonology and Stress Analysis”, 24th International Conference on
Computational Linguistic,s Proceedings of COLING Demonstration Papers, at IIT Bombay, pp
111-118



