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ABSTRACT

Along with the spreading of online education, the importance of active support of students involved
in online learning processes has grown. The application of artificial intelligence in education allows
instructors to analyze data extracted from university servers, identify patterns of student behavior
and develop interventions for struggling students. This study used student data stored in a Moodle
server and predicted student success in course, based on four learning activities - communication
via emails, collaborative content creation with wiki, content interaction measured by files viewed
and self-evaluation through online quizzes. Next, a model based on the Multi-Layer Perceptron
Neural Network was trained to predict student performance on a blended learning course
environment. The model predicted the performance of students with correct classification rate,
CCR, of 98.3%.
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HARDWARE DESIGN FOR MACHINE LEARNING
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ABSTRACT

Things like growing volumes and varieties of available data, cheaper and more powerful
computational processing, data storage and large-value predictions that can guide better
decisions and smart actions in real time without human intervention are playing critical role in
this age. All of these require models that can automatically analyse large complex data and
deliver quick accurate results — even on a very large scale. Machine learning plays a significant
role in developing these models. The applications of machine learning range from speech and
object recognition to analysis and prediction of finance markets. Artificial Neural Network is
one of the important algorithms of machine learning that is inspired by the structure and
functional aspects of the biological neural networks. In this paper, we discuss the purpose,
representation and classification methods for developing hardware for machine learning with
the main focus on neural networks. This paper also presents the requirements, design issues and
optimization techniques for building hardware architecture of neural networks.
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ABSTRACT

The proportional-integral-derivative (PID) controllers are the most popular controllers used in
industry because of their remarkable effectiveness, simplicity of implementation and broad
applicability. However, manual tuning of these controllers is time consuming, tedious and generally
lead to poor performance. This tuning which is application specific also deteriorates with time as a
result of plant parameter changes. This paper presents an artificial intelligence (Al) method of
particle swarm optimization (PSO) algorithm for tuning the optimal proportional-integral derivative
(PID) controller parameters for industrial processes. This approach has superior features, including
easy implementation, stable convergence characteristic and good computational efficiency over the
conventional methods. Ziegler- Nichols, tuning method was applied in the PID tuning and results
were compared with the PSO-Based PID for optimum control. Simulation results are presented to
show that the PSO-Based optimized PID controller is capable of providing an improved closed-
loop performance over the Ziegler- Nichols tuned PID controller Parameters. Compared to the
heuristic PID tuning method of Ziegler-Nichols, the proposed method was more efficient in
improving the step response characteristics such as, reducing the steady-states error; rise time,
settling time and maximum overshoot in speed control of DC motor.
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ABSTRACT

Forged documents specifically passport, driving licence and VISA stickers are used for fraud
purposes including robbery, theft and many more. So detecting forged characters from documents
is a significantly important and challenging task in digital forensic imaging. Forged characters
detection has two big challenges. First challenge is, data for forged characters detection is
extremely difficult to get due to several reasons including limited access of data, unlabeled data or
work is done on private data. Second challenge is, deep learning (DL) algorithms require labeled
data, which poses a further challenge as getting labeled is tedious, time-consuming, expensive and
requires domain expertise. To end these issues, in this paper we propose a novel algorithm, which
generates the three datasets namely forged characters detection for passport (FCD-P), forged
characters detection for driving licence (FCD-D) and forged characters detection for VISA stickers
(FCD-V). To the best of our knowledge, we are the first to release these datasets. The proposed
algorithm starts by reading plain document images, simulates forging simulation tasks on five
different countries' passports, driving licences and VISA stickers. Then it keeps the bounding boxes
as a track of the forged characters as a labeling process. Furthermore, considering the real world
scenario, we performed the selected data augmentation accordingly. Regarding the stats of datasets,
each dataset consists of 15000 images having size of 950 x 550 of each. For further research
purpose we release our algorithm code 1 and, datasets i.e. FCD-P 2, FCD-D 3 and FCD-V 4 .
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ABSTRACT

The economic growth is a consensus in any country. To grow economically, it is necessary to
channel the revenues for investment. One way of raising is the capital market and the stock
exchanges. In this context, predicting the behavior of shares in the stock exchange is not a simple
task, as itinvolves variables not always known and can undergo various influences, from the
collective emotion to high-profile news. Such volatility can represent considerable financial losses
for investors. In order to anticipate such changes in the market, it has been proposed various
mechanisms trying to predict the behavior of an asset in the stock market, based on previously
existing information. Such mechanisms include statistical data only, without considering the
collective feeling. This paper is going to use natural language processing algorithms (LPN) to
determine the collective mood on assets and later with the help of the SVM algorithm to extract
patterns in an attempt to predict the active behaviour.
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ABSTRACT

In this paper, a case study is analyzed. This case study is about an upgrade of an industry
communication system developed by following Frascati research guidelines. The knowledge Base
(KB) of the industry is gained by means of different tools that are able to provide data and
information having different formats and structures into an unique bus system connected to a Big
Data. The initial part of the research is focused on the implementation of strategic tools, which can
able to upgrade the KB. The second part of the proposed study is related to the implementation of
innovative algorithms based on a KNIME (Konstanz Information Miner) Gradient Boosted Trees
workflow processing data of the communication system which travel into an Enterprise Service
Bus (ESB) infrastructure. The goal of the paper is to prove that all the new KB collected into a
Cassandra big data system could be processed through the ESB by predictive algorithms solving
possible conflicts between hardware and software. The conflicts are due to the integration of
different database technologies and data structures. In order to check the outputs of the Gradient
Boosted Trees algorithm an experimental dataset suitable for machine learning testing has been
tested. The test has been performed on a prototype network system modeling a part of the whole
communication system. The paper shows how to validate industrial research by following a
complete design and development of a whole communication system network improving business
intelligence (BI).
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ABSTRACT

Image classification is a popular machine learning based applications of deep learning. Deep
learning techniques are very popular because they can be effectively used in performing operations
on image data in large-scale. In this paper CNN model was designed to better classify images. We
make use of feature extraction part of inception v3 model for feature vector calculation and
retrained the classification layer with these feature vector. By using the transfer learning
mechanism the classification layer of the CNN model was trained with 20 classes of Caltech101
image dataset and 17 classes of Oxford 17 flower image dataset. After training, network was
evaluated with testing dataset images from Oxford 17 flower dataset and Caltech101 image dataset.
The mean testing precision of the neural network architecture with Caltech101 dataset was 98 %
and with Oxford 17 Flower image dataset was 92.27 %.
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ABSTRACT

In today’s global market, reaching a competitive advantage by integrating firms in a supply chain
management strategy becomes a key success for any firm seeking to survive in a complex
environment. However, as interactions among agents in the supply chain management (SCM)
remain unpredictable, simulation appears as a powerful tool aiming to predict market behavior and
agents’ performance levels. This paper discusses the issues of supply chain management and the
requirements for supply chain simulation modeling. It reviews the relationships amongAtrtificial
Intelligence (Al) and SCM and concludes that under some conditions, SCM models exhibit some
inadequacies that may be enriched by the use of Al tools. This approach aims to test the supply
chain activities of nine companies in the crude oil market. The objective is to tackle the issues
under which agents can coexist in a competitive environment. Furthermore, we will specify the
supply chain management trading interaction amongagents by using an optimization approach
based on a Genetic Algorithm (AG), Clustering and Fuzzy Logic (FL).Results support the view that
the structured model provides a good tool for modeling the supply chain activities using Al
methodology.
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ABSTRACT

This paper presents the proposal for the identification of residential equipment in non-intrusive
load monitoring systems. The system is based on a Convolutional Neural Network to classify
residential equipment. As inputs to the system, transient power signal data obtained at the time an
equipment is connected in a residence is used. The methodology was developed using data from a
public database (REED) that presents data collected at a low frequency (1 Hz). The results
obtained in the test database indicate that the proposed system is able to carry out the
identification task, and presented satisfactory results when compared with the results already
presented in the literature for the problem in question.
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ABSTRACT

With an aging population that continues to grow, the protection and assistance of the older
persons has become a very important issue. Fallsare the main safety problems of the elderly
people, so it is very important to predict the falls. In this paper, a gait prediction method is
proposed based on two kinds of LSTM. Firstly, the lumbar posture of the human body is
measured by the acceleration gyroscope as the gait feature, and then the gait is predicted by the
LSTM network. The experimental results show that the RMSE between the gait trend predicted
by the method and the actual gait trend can be reached a level of 0.06 = 0.01. And the Phased
LSTM has a shorter training time. The proposed method can predict the gait trend well.

KEYWORDS

Elderly people fall, Acceleration gyro, Lumbar posture, Gait prediction, LSTM

For More Details: https://aircconline.com/ijaia/\VV10N4/10419ijaia05.pdf

Volume Link: https://www.airccse.org/journal/ijaia/current2019.html


https://aircconline.com/ijaia/V10N4/10419ijaia05.pdf
https://www.airccse.org/journal/ijaia/current2019.html

REFERENCES

[1]

(2]

[3]

[4]

[5]

[6]

[7]

8]

[9]

[10]

[11]

[12]

[13]

Scheffer A C, Schuurmans M J, Van Dijk N, et al. Fear of falling: measurement strategy, prevalence,
risk factors and consequences among older persons[J]. Age & Ageing, 2008, 37(1): 19-24.

Zhou Chuang; Fu Jia-yu; Lei Zhong-gui; Wang Zhi-xiong.Current status and prospects in the eldly
fall detection research [J]. COMPUTER ENGINEERING & SOFTWARE,2018,v.39;N0.462,119
123.

Wu G. Distinguishing fall activities from normal activities by velocity characteristics[J]. Journal of
Biomechanics, 2000, 33(11): 1497-500.

Bourke A K, O'Donovan K J, Olaighin G. The identification of vertical velocity profiles using an
inertial sensor to investigate pre-impact detection of falls[J]. Medical Engineering & Physics, 2008,
30(7): 937.

Nyan M N, Tay F E, Mah M Z. Application of motion analysis system in preimpact fall detection[J].
Journal of Biomechanics, 2008, 41(10): 2297-2304.

Lina Tong. Human fall recognition method based on mechanical information acquisition system[D].
University of Science and Technology of China, 2011.

Shi G, Zhang J, Dong C, et al. Fall detection system based on inertial mems sensors: Analysis design
and realization[C]// IEEE International Conference on Cyber Technology in Automation, Control,
and Intelligent Systems. IEEE 2015: 1834-1839.

CHEN Chaogiang, JIANG Lei, WANG Heng. Gait prediction method of lower extremity exoskeleton
based on SAE and LSTM neural network[J]. Computer Engineering and Applications:1-11[2019-02
24].

ZENG M,NGUYEN L T,YU B,et al. Convolutional neural networks for human activity recognition
using mobile sensors [C]//2014 6th International Conference on MobileComputing, Applications and
Services (MobiCASE).USA: IEEE,2014:197-205

XU Fan, CHENG Hua, FANG Yi-quan. A gait pattern classification method based on CLSTM [J].
Journal of East China University of Science and Technology (Natural Science
Edition)2017,43(04):553-558.

Yu Liu;Shuting Dong;Mingming Lu;Jianxin Wang.LSTM Based Reserve Prediction for Bank
Outlets[J].Tsinghua Science and Technology,2019,v.24,79-87.

Daniel Neil; Michael Pfeiffer; Shih-ChiiLiu. Phased LSTM: Accelerating Recurrent Network
Training for Long or Event-based Sequences [C]//arXiv:1610.09513v1 [cs.LG] 29 Oct 2016

Kumar, A., Sang wan, S. R., Arora, A., Nayyar, A., & Abdel-Basset, M. (2019). Sarcasm Detection
Using Soft Attention-Based Bidirectional Long Short-Term Memory Model with Convolution
Network. IEEE Access.

AUTHORS

Qili Chen was born in YuXian, ShanXi Province, China in 1985. She received
the B.S degrees in automation from Chongging University of Posts and
Telecommunications in 2007, M.S and Ph.D. degrees in pattern recognition and
intelligent system from Beijing University of Technology in 2010 and 2014.
From Sep. 2012 to Aug.2013, she visited University of Wisconsin, Milwaukee

(USA) in Department of Mathematical Sciences. Since 2014, She has been a
Lecture with Automation College, Beijing Information Science and



Technology University. Her research interests include deep neural network, Modeling and
optimal control.

Bofan liang was born in Wuzhou, Guangxi Zhuang Autonomous Region,
china in 1997.He is an undergraduate at Beijing Information Science and
Technology University.




	Abstract
	Keywords
	Abstract (1)
	KEYWORDS
	1Department of Computer Engineering, University of Maiduguri, Borno State, Nigeria
	2Department of Computer Engineering, University of Maiduguri, Borno State, Nigeria
	3Electrical and Electronics Engineering Programme, Abubakar Tafawa Balewa University, P.M.B 0248, Bauchi, Bauchi State, Nigeria
	Abstract (2)
	The proportional-integral-derivative (PID) controllers are the most popular controllers used in industry because of their remarkable effectiveness, simplicity of implementation and broad applicability. However, manual tuning of these controllers is ti...
	Keywords (1)
	Abstract (3)
	Forged documents specifically passport, driving licence and VISA stickers are used for fraud purposes including robbery, theft and many more. So detecting forged characters from documents is a significantly important and challenging task in digital fo...
	Keywords (2)
	Post-Graduation Program in Electrical Engineering, Federal University of Maranhão,MA, Brazil
	2Department of Information and Communication, Federal Education Institute of Piauí –Campus Picos, PI, Brazil
	Abstract (4)
	Keywords (3)
	1Dyrecta Lab, IT Research Laboratory, Via Vescovo Simplicio, 45, 70014 Conversano
	(BA), Italy.
	2Performance in Lighting S.p.A., Viale del Lavoro 9/11 - 37030 Colognola ai Colli (VR), Italy.
	Abstract (5)
	Keywords (4)
	Abstract (6)
	Keywords (5)
	1Department of Economics, Amiens University, Amiens, France  2Department of Economics, TlemcenUniversity, Tlemcen, Algeria  3Department of Economics, TlemcenUniversity, Tlemcen, Algeria
	Abstract (7)
	Keywords (6)
	HOME APPLIANCE IDENTIFICATION FOR NILM SYSTEMS BASED ON DEEP NEURAL NETWORKS
	Abstract
	Keywords
	References

	[1] HART, George William. Nonintrusive appliance load monitoring. Proceedings of the IEEE, v. 80, n. 12, p. 1870-1891, 1992.
	[2] FIGUEIREDO, Marisa. Contributions to Electrical Energy Disaggregation in a Smart Home. 2014. Tese de Doutorado. APA. Disponível em: <www:http://hdl.handle.net/10316/24256>. Acessado em: novembro de 2017.
	[3] WANG, Zhiguang; OATES, Tim. Encoding time series as images for visual inspection and classification using tiled convolutional neural networks. In: Workshops at the Twenty-Ninth AAAI Conference on Artificial Intelligence. 2015.
	[4] ZHENG, Yi et al. Time series classification using multi-channels deep convolutional neural networks. In: International Conference on Web-Age Information Management. Springer, Cham, 2014. p. 298-310.
	[5] LECUN, Yann et al. Convolutional networks for images, speech, and time series. The handbook of brain theory and neural networks, v. 3361, n. 10, p. 1995, 1995.
	[6] LEE, Honglak et al. Unsupervised feature learning for audio classification using convolutional deep belief networks. In: Advances in neural information processing systems. 2009. p. 1096 1104.
	[7] International Journal of Artificial Intelligence and Applications (IJAIA), Vol.9, No.2, March 2018 LÄNGKVIST, Martin; KARLSSON, Lars; LOUTFI, Amy. A review of unsupervised feature learning and deep learning for time-series modeling. Pattern Recogn...
	[8] ZHENG, Yi et al. Exploiting multi-channels deep convolutional neural networks for multivariate time series classification. Frontiers of Computer Science, v. 10, n. 1, p. 96-112, 2016.
	[9] KELLY, Jack; KNOTTENBELT, William. Neural nilm: Deep neural networks applied to energy disaggregation. In: Proceedings of the 2nd ACM International Conference on Embedded Systems for Energy-Efficient Built Environments. ACM, 2015. p. 55-64.
	[10] DO NASCIMENTO, Pedro Paulo Marques. Applications of Deep Learning Techniques on NILM. 2016. Tese de Doutorado. Universidade Federal do Rio de Janeiro.
	[11] Wan He and Ying Chai. An Empirical Study on Energy Disaggregation via Deep Learning, in Advances in Intelligent Systems Research, volume 133, 2nd International Conference on Artificial Intelligence and Industrial Engineering (AIIE2016), pp338-341...
	[12] DE BAETS, Leen et al. Appliance classification using VI trajectories and convolutional neural networks. Energy and Buildings, v. 158, p. 32-36, 2018.
	[13] KOLTER, J. Zico; JOHNSON, Matthew J. REDD: A public data set for energy disaggregation research. In: Workshop on Data Mining Applications in Sustainability (SIGKDD), San Diego, CA. 2011. p. 59-62.
	[14] KATO, Takekazu et al. Appliance Recognition from Electric Current Signals for Information Energy Integrated Network in Home Environments. ICOST, v. 9, p. 150-157, 2009.
	[15] FIGUEIREDO, Marisa B.; DE ALMEIDA, Ana; RIBEIRO, Bernardete. An experimental study on electrical signature identification of non-intrusive load monitoring (nilm) systems. In: International Conference on Adaptive and Natural Computing Algorithms. ...
	[16] BATRA, Nipun et al. A comparison of non-intrusive load monitoring methods for commercial and residential buildings. arXiv preprint arXiv:1408.6595, 2014.
	[17] CARVALHO, Jorge Miguel Vidal. Metodologias de monitorização de consumos. 2013.
	[18] NAJMEDDINE, Hala et al. State of art on load monitoring methods. In: Power and Energy Conference, 2008. PECon 2008. IEEE 2nd International. IEEE, 2008. p. 1256-1258.
	[19] PARSON, Oliver. Unsupervised training methods for non-intrusive appliance load monitoring from smart meter data. 2014. Tese de Doutorado. University of Southampton.
	[20] WONG, Yung Fei et al. Recent approaches to non-intrusive load monitoring techniques in residential settings. In: Computational Intelligence Applications In Smart Grid (CIASG), 2013 IEEE Symposium on. IEEE, 2013. p. 73-79.
	[21] PROVOST, Foster; KOHAVI, Ron. Guest editors' introduction: On applied research in machine learning. Machine learning, v. 30, n. 2, p. 127-132, 1998.
	[22] ABDEL-HAMID, Ossama et al. Convolutional neural networks for speech recognition. IEEE/ACM Transactions on audio, speech, and language processing, v. 22, n. 10, p. 1533-1545, 2014.
	[23] Atabay, H.A.: Binary shape classification using convolutional neural networks. IIOAB J. 7(5), 332–336 (2016)
	[24] VARGAS, A. C. G.; PAES, A.; VASCONCELOS, C. N. Um estudo sobre redes neurais convolucionais e sua aplicação em detecção de pedestres. In: Proceedings of the XXIX Conference on Graphics, Patterns and Images. 2016. p. 1-4.
	[25] WONG, Yung Fei; DRUMMOND, T.; ŞEKERCIOĞLU, Y. A. Real-time load disaggregation algorithm using particle-based distribution truncation with state occupancy model. Electronics Letters, v. 50, n. 9, p. 697-699, 2014.
	[26] ZHAO, Bochao; STANKOVIC, Lina; STANKOVIC, Vladimir. On a training-less solution for non- intrusive appliance load monitoring using graph signal processing. IEEE Access, v. 4, p. 1784-1799, 2016.
	[27] KONG, Weicong et al. Improving Nonintrusive Load Monitoring Efficiency via a Hybrid Programing Method. IEEE Transactions on Industrial Informatics, v. 12, n. 6, p. 2148-2157, 2016.
	[28] HIJAZI, Samer; KUMAR, Rishi; ROWEN, Chris. Using convolutional neural networks for image recognition. Tech. Rep., 2015. [Online]. Available: http://ip. cadence. com/uploads/901/cnn-wp-pdf.
	[29] DE PAIVA PENHA, Deyvison; CASTRO, Adriana Rosa Garcez. Convolutional neural network applied to the identification of residential equipment in non-intrusive load monitoring systems.
	[30] In: 3rd International Conference on Artificial Intelligence and Applications, pp. 11– 21, 2017. © CS & IT- CSCP 2017
	AUTHORS

	A COMPARATIVE STUDY OF LSTM AND PHASED LSTM FOR GAIT PREDICTION
	Abstract
	Keywords
	References
	AUTHORS




