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ABSTRACT  

 

Machine translation is the process of translating text from one language to another. In this 

paper, Statistical Machine Translation is done on Assamese and English language by taking 

their respective parallel corpus. A statistical phrase based translation toolkit Moses is used 

here. To develop the language model and to align the words we used two another tools 

IRSTLM, GIZA respectively. BLEU score is used to check our translation system 

performance, how good it is. A difference in BLEU scores is obtained while translating 

sentences from Assamese to English and vice-versa. Since Indian languages are 

morphologically very rich hence translation is relatively harder from English to Assamese 

resulting in a low BLEU score. A statistical transliteration system is also introduced with 

our translation system to deal basically with proper nouns, OOV (out of vocabulary) words 

which are not present in our corpus.  
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ABSTRACT  

 

Named Entity Recognition (NER) is the subtask of Natural Language Processing (NLP) 

which is the branch of artificial intelligence. It has many applications mainly in machine 

translation, text to speech synthesis, natural language understanding, Information 

Extraction, Information retrieval, question answering etc. The aim of NER is to classify 

words into some predefined categories like location name, person name, organization name, 

date, time etc. In this paper we describe the Hidden Markov Model (HMM) based approach 

of machine learning in detail to identify the named entities. The main idea behind the use of 

HMM model for building NER system is that it is language independent and we can apply 

this system for any language domain. In our NER system the states are not fixed means it is 

of dynamic in nature one can use it according to their interest. The corpus used by our NER 

system is also not domain specific.  
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ABSTRACT  

 

Natural Language processing is an interdisciplinary branch of linguistic and computer 

science studied under the Artificial Intelligence (AI) that gave birth to an allied area called 

‘Computational Linguistics’ which focuses on processing of natural languages on 

computational devices. A natural language consists of many sentences which are meaningful 

linguistic units involving one or more words linked together in accordance with a set of 

predefined rules called ‘grammar’. Grammar checking is fundamental task in the formal 

world that validates sentences syntactically as well as semantically. Grammar Checker tool 

is a prominent tool within language engineering. Our review draws on the till date 

development of various Natural Language grammar checkers to look at past, present and 

the future in the present context. Our review covers common grammatical errors , overview 

of grammar checking process, grammar checkers of various languages with the aim of 

seeking their approaches, methodologies and performance evaluation, which would be great 

help for developing new tool and system as a whole. The survey concludes with the 

discussion of different features included in existing grammar checkers of foreign languages 

as well as a few Indian Languages.  
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ABSTRACT  

 

In recent years, we have witnessed the rapid development of deep neural networks and 

distributed representations in natural language processing. However, the applications of 

neural networks in resume parsing lack systematic investigation. In this study, we proposed 

an end-to-end pipeline for resume parsing based on neural networks-based classifiers and 

distributed embeddings. This pipeline leverages the position-wise line information and 

integrated meanings of each text block. The coordinated line classification by both line type 

classifier and line label classifier effectively segment a resume into predefined text blocks. 

Our proposed pipeline joints the text block segmentation with the identification of resume 

facts in which various sequence labelling classifiers perform named entity recognition 

within labelled text blocks. Comparative evaluation of four sequence labelling classifiers 

confirmed BLSTMCNNs-CRF’s superiority in named entity recognition task. Further 

comparison among three publicized resume parsers also determined the effectiveness of our 

text block classification method.  

 

KEYWORDS  

 

Resume Parsing, Word Embeddings, Named Entity Recognition, Text Classifier, Neural 

Networks. 

 

Volume URL: https://airccse.org/journal/ijnlc/vol8.html 
 

Full Text: https://aircconline.com/ijnlc/V8N5/8519ijnlc03.pdf 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://airccse.org/journal/ijnlc/vol8.html
https://aircconline.com/ijnlc/V8N5/8519ijnlc03.pdf


 

 

REFERENCES  

 

[1] Peng Zhou, Wei Shi, Jun Tian, Zhenyu Qi, Bingchen Li, Hongwei Hao, and Bo Xu 

(2016) “Attention-based Bidirectional Long Short-term Memory Networks for Relation 

Classification”, In Proceedings of the 54th Annual Meeting of the Association for 

Computational Linguistics (ACL’16), Berlin, Germany, August 7-12, 2016, pp 207-212.  

[2] Xuezhe Ma, & Eduard Hovy (2016) “End-to-End Sequence Labelling via Bi-directional 

LSTMCNNs-CRF”, In Proceedings of the 54th Annual Meeting of the Association for 

Computational Linguistics (ACL’16), Berlin, Germany, August 7-12, 2016, pp 1064-1074.  

[3] Kun Yu, Gang Guan, and Ming Zhou (2005) “Resume Information Extraction with 

Cascaded Hybrid Model” In Proceedings of the 43rd Annual Meeting of the Association for 

Computational Linguistics (ACL’05), Stroudsburg, PA, USA, June 2005, pp 499-506.  

[4] Jie Chen, Chunxia Zhang, and Zhendong Niu (2018) “A Two-Step Resume Information 

Extraction Algorithm” Mathematical Problems in Engineering pp1-8.  

[5] Jie Chen, Zhendong Niu, and Hongping Fu (2015) “A Novel Knowledge Extraction 

Framework for Resumes Based on Text Classifier” In: Dong X., Yu X., Li J., Sun Y. (eds) 

Web-Age Information Management (WAIM 2015) Lecture Notes in Computer Science, 

Vol. 9098, Springer, Cham.  

[6] Hui Han, C. Lee Giles, Eren Manavoglu, HongYuan Zha (2003) “Automatic Document 

Metadata Extraction using Support Vector Machine” In Proceedings of the 2003 Joint 

Conference on Digital Libraries, Houston, TX, USA, pp 37-48.  

[7] David Pinto, Andrew McCallum, Xing Wei, and W. Bruce Croft (2003) “Table 

Extraction Using Conditional Random Field” In Proceedings of the 26th annual 

international ACM SIGIR conference on Research and development in information 

retrieval, Toronto, Canada, pp 235- 242.  

[8] Amit Singh, Catherine Rose, Karthik Visweswariah, Enara Vijil, and Nandakishore 

Kambhatla (2010) “PROSPECT: A system for screening candidates for recruitment” In 

Proceedings of the 19th ACM international conference on Information and knowledge 

management, (CIKM’10), Toronto, ON, Canada, October 2010, pp 659-668.  

[9] Anjo Anjewierden (2001) “AIDAS: Incremental Logical Structure Discovery in PDF 

Documents” In Proceedings of 6th International Conference on Document Analysis and 

Recognition (ICDAR’01) pp 374-378.  

[10] Sumit Maheshwari, Abhishek Sainani, and P. Krishna Reddy (2010) “An Approach to 

Extract Special Skills to Improve the Performance of Resume Selection” Databases in 

Networked Information Systems, Vol. 5999 of Lecture Notes in Computer Science, 

Springer, Berlin, Germany, 2010, pp 256-273.  

[11] Xiangwen Ji, Jianping Zeng, Shiyong Zhang, Chenrong Wu (2010) “Tag tree template 

for Web information and schema extraction” Expert Systems with Applications Vol. 37, 

No.12, pp 8492- 8498.  

[12] V. Senthil Kumaran and A. Sankar (2013) “Towards an automated system for 

intelligent screening of candidates for recruitment using ontology mapping (EXPERT)” 

International Journal of Metadata, Semantics and Ontologies, Vol. 8, No. 1, pp 56-64.  

[13] Fabio Ciravegna (2001) “(LP)2, an Adaptive Algorithm for Information Extraction 

from Webrelated Texts” In Proceedings of the IJCAI-2001 Workshop on Adaptive Text 



Extraction and Mining. Seattle, WA.  

[14] Fabio Ciravegna, and Alberto Lavelli (2004) “LearningPinocchio: adaptive 

information extraction for real world applications” Journal of Natural Language 

Engineering Vol. 10, No. 2, pp145- 165.  

[15] Yan Wentan, and Qiao Yupeng (2017) “Chinese resume information extraction based 

on semistructure text” In 36th Chinese Control Conference (CCC), Dalian, China.  

[16] Zhang Chuang, Wu Ming, Li Chun Guang, Xiao Bo, and Lin Zhi-qing (2009) “Resume 

Parser: Semi-structured Chinese document analysis” In Proceedings of the 2009 WRI World 

Congress on Computer Science and Information Engineering, Los Angeles, USA, Vol. 5 pp 

12-16.  

[17] Zhixiang Jiang, Chuang Zhang, Bo Xiao, and Zhiqing Lin (2009) “Research and 

Implementation of Intelligent Chinese resume Parsing” In 2009 WRI International 

Conference on Communications and Mobile Computing, Yunan, China, Vol. 3 pp 588-593.  

[18] Duygu Çelik, Askýn Karakas, Gülsen Bal , Cem Gültunca , Atilla Elçi , Basak Buluz, 

and Murat Can Alevli (2013) “Towards an Information Extraction System based on 

Ontology to Match Resumes and Jobs” In Proceedings of the 2013 IEEE 37th Annual 

Computer Software and Applications Conference Workshops, Japan, pp 333-338.  

[19] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean (2013) “Efficient 

Estimation of Word Representations in Vector Space” Computer Science, arXiv preprint 

arxiv:1301.3781.  

[20] Jeffrey Pennington, Richard Socher, and Christopher D. Manning (2014) “GloVe: 

Global Vectors for Word Representation” In Empirical Methods in Natural Language 

Processing (EMNLP) pp 1532-1543.  

[21] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2019) “BERT: 

Pre- training of Deep Bidirectional Transformers for Language Understanding” 

arxiv:1810.04805.  

[22] Yoon Kim (2014) “Convolutional Neural Networks for Sentence Classification” In 

Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing 

(EMNLP) pp 1746- 1751.  

[23] Siwei Lai, Liheng Xu, Kang Liu, Jun Zhao (2005) “Recurrent Convolutional Neural 

Networks for Text Classification” In Proceedings of Conference of the Association for the 

Advancement of Artificial Intelligence Vol. 333 pp 2267-2273.  

[24] Takeru Miyato, Andrew M. Dai, and Ian Goodfellow (2017) “Adversarial Training 

Methods for Semi-supervised Text Classification” In ICLR 2017.  

[25] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. 

Gomez, Lukasz Kaiser, and Illia Polosukhin (2017) “Attention Is All You Need” In 31st 

Conference on Neural Information Processing Systems (NIPS’ 2017), Long Beach, CA, 

USA.  

[26] Zoubin Ghahramani, and Michael I. Jordan (1997) “Factorial Hidden Markov Model” 

Machine Learning Vol. 29 No. 2-3, pp 245-273.  

[27] Andrew McCallum, Dayne Freitag, and Fernando Pereira (2000) “Maximum Entropy 

Markov Models for Information Extraction and Segmentation” In Proceedings of the 

Seventeenth International Conference on Machine Learning (ICML’00) pp 591-598.  

[28] John Lafferty, Andrew McCallum, and Fernando Pereira (2001) “Conditional Random 

Fields: Probabilistic Models for Segmenting and Labelling Sequence Data” In Proceedings 

of the Eighteenth International Conference on Machine Learning (ICML’01) Vol. 3 No. 2, 



pp 282-289.  

[29] Zhiheng Huang, Wei Xu, and Kai Yu (2015) “Bidirectional LSTM-CRF Models for 

Sequence Tagging” arXiv preprint arXiv:1508.01991, 2015.  

[30] Zhenyu Jiao, Shuqi Sun, and Ke Sun (2018) “Chinese Lexical Analysis with Deep Bi-

GRU-CRF Network” arXiv preprint arXiv:1807.01882.  

[31] Emma Strubell, Patrick Verga, David Belanger, and Andrew McCallum (2017) “Fast 

and Accurate Entity Recognition with Iterated Dilated Convolutions” In Proceedings of the 

2017 Conference on Empirical Methods in Natural Language Processing arXiv preprint 

arXiv: 1702.02098.  

[32] Junyoung Chung, Caglar Gulcehre, KyungHyun Cho, and Yoshua Bengio (2014) 

“Empirical Evaluation of Gated Recurrent Neural Networks on Sequence Modeling” arXiv 

preprint aeXiv:1412.3555, 2014.  

[33] Chuanhai Dong, Jiajun Zhang, Chengqing Zong, Masanori Hattori, and Hui Di (2016) 

“CharacterBased LSTM-CRF with Radical-Level Features for Chinese Named Entity 

Recognition” International Conference on Computer Processing of Oriental Languages 

Springer International Publishing pp 239-250.  

[34] Sanyal, S., Hazra, S., Adhikary, S., & Ghosh, N. (2017) “Resume Parser with Natural 

Language Processing” International Journal of Engineering Science, 4484. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SURVEY OF MACHINE TRANSLATION SYSTEMS IN INDIA 

 

G V Garje1 and G K Kharate2  
1Department of Computer Engineering and Information Technology PVG’s College 

of Engineering and Technology, Pune, India  
2 Principal, Matoshri College of Engineering and Research Centre, Nashik, India 

 

ABSTRACT  

 

The work in the area of machine translation has been going on for last few decades but the 

promising translation work began in the early 1990s due to advanced research in Artificial 

Intelligence and Computational Linguistics. India is a multilingual and multicultural country 

with over 1.25 billion population and 22 constitutionally recognized languages which are 

written in 12 different scripts. This necessitates the automated machine translation system 

for English to Indian languages and among Indian languages so as to exchange the 

information amongst people in their local language. Many usable machine translation 

systems have been developed and are under development in India and around the world. 

The paper focuses on different approaches used in the development of Machine Translation 

Systems and also briefly described some of the Machine Translation Systems along with 

their features, domains and limitations.  
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ABSTRACT 

  

Globalization and growth of Internet users truly demands for almost all internet based 

applications to support local languages. Support of local languages can be given in all 

internet based applications by means of Machine Transliteration and Machine Translation. 

This paper provides the thorough survey on machine transliteration models and machine 

learning approaches used for machine transliteration over the period of more than two 

decades for internationally used languages as well as Indian languages. Survey shows that 

linguistic approach provides better results for the closely related languages and probability 

based statistical approaches are good when one of the languages is phonetic and other is 

nonphonetic.Better accuracy can be achieved only by using Hybrid and Combined models.  
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ABSTRACT  

 

This paper presents a survey of Machine translation system for Indian Regional languages. Machine 

translation is one of the central areas of Natural language processing (NLP). Machine translation 

(henceforth referred as MT) is important for breaking the language barrier and facilitating inter-

lingual communication. For a multilingual country like INDIA which is largest democratic country 

in whole world, there is a big requirement of automatic machine translation system. With the advent 

of Information Technology many documents and web pages are coming up in a local language so 

there is a large need of good MT systems to address all these issues in order to establish a proper 

communication between states and union governments to exchange information amongst the people 

of different states. This paper focuses on different Machine translation projects done in India along 

with their features and domain.  
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Text can be analysed by splitting the text and extracting the keywords .These may be represented 

as summaries, tabular representation, graphical forms, and images. In order to provide a solution 

to large amount of information present in textual format led to a research of extracting the text and 

transforming the unstructured form to a structured format. The paper presents the importance of 

Natural Language Processing (NLP) and its two interesting applications in Python Language: 1. 

Automatic text summarization [Domain: Newspaper Articles] 2. Text to Graph Conversion 

[Domain: Stock news]. The main challenge in NLP is natural language understanding i.e. deriving 

meaning from human or natural language input which is done using regular expressions, artificial 

intelligence and database concepts. Automatic Summarization tool converts the newspaper articles 

into summary on the basis of frequency of words in the text. Text to Graph Converter takes in the 

input as stock article, tokenize them on various index (points and percent) and time and then tokens 

are mapped to graph. This paper proposes a business solution for users for effective time 

management.  

 

KEYWORDS  

 

NLP, Automatic Summarizer, Text to Graph Converter, Data Visualization, Regular Expression, 

Artificial Intelligence 

 

Volume URL: https://airccse.org/journal/ijnlc/vol4.html 

 

Full Text: https://airccse.org/journal/ijnlc/papers/4415ijnlc03.pdf 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

REFERENCES  
 

[1] Allen, James, "Natural Language Understanding", Second edition (Redwood City: 

Benjamin/Cummings, 1995).  

[2] Baxendale, P. (1958). Machine-made index for technical literature - an experiment. IBM 

Journal of Research Development, 2(4):354–361. [2, 3, 5]  

[3] BeautifulSoup4 4.3.2, Retrieved from https://pypi.python.org/pypi/beautifulsoup4  

[4] Bird Steven, Klein Ewan, Loper Edward June 2009, "Natural Language Processing with 

https://airccse.org/journal/ijnlc/vol4.html
https://airccse.org/journal/ijnlc/papers/4415ijnlc03.pdf
https://pypi.python.org/pypi/beautifulsoup4


Python", Pages 16,27,79 [5] Cortez Eli, Altigran S da da Silva 2013, " Unsupervised Information 

Extraction by Text Segmentation", Ch 3  

[6] Economic Times Archives Jan 2014-Dec 2014, Retrieved from 

http://economictimes.indiatimes.com/  

[7] Edmundson, H. P. (1969). New methods in automatic extracting. Journal of the ACM, 

16(2):264–285. [2, 3, 4]  

[8] Friedl Jeffrey E.F. August 2006,"Mastering Regular Expressions", Ch 1  

[9] Goddard Cliff Second edition 2011,"Semantic Analysis: A practical introduction ", Section 

1.1- 1.5  

[10] Kumar Ela, "Artificial Intelligence", Pages 313-315  

[11] Luhn, H. P. (1958). The automatic creation of literature abstracts. IBM Journal of Research 

Development, 2(2):159–165. [2, 3, 6, 8]  

[12] Lukaszewski Albert 2010, "MySQL for Python", Ch 1,2,3  

[13] Manning Christopher D., Schütze Hinrich Sixth Edition 2003,"Foundations of Statistical 

Natural Language Processing", Ch 4 Page no. 575  

[14] Martelli Alex Second edition July 2006, "Python in a Nutshell", Pages 44,201.  

[15] Natural Language Toolkit, Retrieved from http://www.nltk.org [16] Pattern 2.6, Retrieved 

from http://www.clips.ua.ac.be/pattern  

[17] Prasad Reshma, Mary Priya Sebastian, International Journal on Natural Language Computing 

(IJNLC) Vol. 3, No.2, April 2014, " A survey on phrase structure learning methods for text 

classification"  

[18] Pressman Rodger S 6th edition," Software Engineering – A Practitioner’s Approach "  

[19] Python Language, Retrieved from https://www.python.org/  

[20] Rodrigues Mário , Teixeira António , "Advanced Applications of Natural Language 

Processing for Performing ", Ch 1,2,4  

[21] Stubblebine Tony, "Regular Expression Pocket Reference: Regular Expressions for Perl, 

Ruby, PHP, Python, C, Java and .NET " [22] Sobin Nicholas 2011, "Syntactic Analysis: The 

Basics", Ch 1,2  

[23] Swaroop C H, “A Byte of Python: Basics and Syntax of Python”, Ch 5,8,9,10  

[24] TextBlob: Simplified Text Processing, Retrieved from http://textblob.readthedocs.org/en/dev  

[25] Thanos Costantino ,"Research and Advanced Technology for Digital Libraries", Page 338-

362  

[26] Tosi Sandro November 2009, "Matplotlib for Python Developers", Ch 2,3. 

 

 

 

 

 

NERHMM: A TOOL FOR NAMED ENTITY RECOGNITION BASED ON HIDDEN 

MARKOV MODEL 

 

Sudha Morwal and Deepti Chopra  
1Department of Computer Engineering, Banasthali Vidyapith, Jaipur (Raj.), INDIA 

 

ABSTRACT  

 

http://economictimes.indiatimes.com/
http://www.clips.ua.ac.be/pattern
https://www.python.org/
http://textblob.readthedocs.org/en/dev


Named Entity Recognition (NER) is considered as one of the key task in the field of Information 

Retrieval. NER is the method of recognizing Named Entities (NEs) in a corpus and then organizing 

these NEs into diverse classes of NEs e.g. Name of Location, Person, Organization, Quantity, 

Time, Percentage etc. Today, there is a great need to develop a tool for NER, since the existing 

tools are of limited scope. In this paper, we would discuss the functionality and features of our tool 

of NER with some experimental results.  
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reshaping text classification techniques to better acquire knowledge. In spite of the growth and 

spread of AI in text mining research for various languages such as English, Japanese, Chinese, 

etc., its role with respect to Myanmar text is not well understood yet. The aim of this paper is 

comparative study of machine learning algorithms such as Naïve Bayes (NB), k-nearest 

neighbours (KNN), support vector machine (SVM) algorithms for Myanmar Language News 

classification. There is no comparative study of machine learning algorithms in Myanmar News. 

The news is classified into one of four categories (political, Business, Entertainment and Sport). 

Dataset is collected from 12,000 documents belongs to 4 categories. Well-known algorithms are 

applied on collected Myanmar language News dataset from websites. The goal of text 

classification is to classify documents into a certain number of pre-defined categories. News 

corpus is used for training and testing purpose of the classifier. Feature selection method, chi 

square algorithm achieves comparable performance across a number of classifiers. In this paper, 

the experimental results also show support vector machine is better accuracy to other classification 

algorithms employed in this research. Due to Myanmar Language is complex, it is more important 

to study and understand the nature of data before proceeding into mining.  
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