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ABSTRACT 
 
In machine learning, the intelligence of a developed model is greatly influenced by the dataset used for the 

target domain on which the developed model will be deployed. Social media platform has experienced 

more of hackers’ attacks on the platform in recent time. To identify a hacker on the platform, there are two 

possible ways. The first is to use the activities of the user while the second is to use the supplied details the 

user registered the account with. To adequately identify a social media user as hacker proactively, there 

are relevant user details called features that can be used to determine whether a social media user is a 

hacker or not. In this paper, an exploratory data analysis was carried out to determine the best features 

that can be used by a predictive model to proactively identify hackers on the social media platform. A web 

crawler was developed to mine the user dataset on which exploratory data analysis was carried out to 

select the best features for the dataset which could be used to correctly identify a hacker on a social media 

platform. 
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1. INTRODUCTION 
 

Social media platforms have become an integral part of average Internet users in the virtual 

community today. Billions of user devices connected to the Internet operate on one social media 

platform or the other. According to report in [1], over 500 million Internet of Things (IoT) 

devices were implemented globally in 2003, 12.5 billion in 2010, and 50 billion in 2020. Online 

social network platform like Facebook incorporate several functionalities like product and 

services advertisement and sales that makes it relevant to almost all Internet users. Facebook 

alone has about 2.89 billion monthly active users as at the second quarter of 2021, Facebook is 

the biggest social network worldwide[2]. 

 

The Covid19 pandemic was instrumental to the geometric shift to virtual socialization, over 56% 

of the active social media user spend about 43% of their time on social media platform [3]. The 

technological shift to cloud computing paradigm also has positively influenced the ubiquity of 

social media. The shift seems to have given hackers an edge to securely carryout their nefarious 

acts on social media platforms. This has also increased the hacking activity of cybercriminals on 

the social media platform. According to a survey by Computer Emergency Response Team 

(CERT), the rate of cyber-attacks have been doubling every year [4]. Online social network is 
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faced with threatening security challenges [5] because in the digital world, several devices and 

platforms interact and operate as a family. There are numerous risks that can be raised between 

all members of the digital family[6]. 

 

Cloud intrusion attacks are set of actions that attempt to violate the integrity, confidentiality or 

availability of cloud resources [7] on cloud SMNP. The rising drop in processing and Internet 

accessibility cost is also increasing users‟ vulnerability to a wide variety of cyber threats and 

attacks. Intrusion Detection System (IDS) is meant to detect misuse, that is, an unauthorized use 

of the computer systems or its resources by internal and external elements [8]. IDS are effective 

security technology, which can detect, prevent and possibly react to the attack [9], Shanmugam 

and Idris in [10] opined that artificial Intelligence plays a driving role in security services like 

intrusion detection. Several attacks have been launched by these hackers on social media 

platform[11]. 

 

To develop an intelligent system that can efficiently detect hackers on the social media platforms 

using machine learning approach, the dataset plays a major role. These dataset can be either user 

features or user activities on the platform. Accuracy of any developed model is dependent on the 

validity of the dataset used to train the model. Generating dataset from the social media domain 

mostly employ the use of web crawler that mine information of interest. This is followed by the 

preprocessing of the dataset for training and testing of the model. 

 

2. LITERATURE REVIEW 
 

To secure the social media platform, many authors have done commendable work on intrusion 

detection system using it to detect several anomalies on the social media platform. Some of the 

works on Twitter Bot Detection are that of [12], [13], [14], [15], [16], [17], [18]; network 

intrusion detection systems have been proposed by [19], [8], [10]; Data warehousing and data 

mining techniques for intrusion detection systems have been proposed by [4], [9], [20], [21]; 

Social Media Cyberbullying Detection [22], [23]; Fake account detection [17]. All of these 

models were developed using dataset to train and test them. Most of the proposals used existing 

generic dataset in the development of the models which might affect the accuracy of the real-time 

implementation. 

 

The “juicy prospect” of social media network platform has made hackers to constantly device 

techniques to intrude and usurp users. They have two fold targets which are the social media 

users and the SMNP which they break into and control for their selfish gain [24]. On the users 

end, the hackers‟ activities make them susceptible to threats which include identity theft, evil 

twin, password resetting, sim cloning, brute force, fake links, phishing, information leakage, 

celebrity spoofing, fake account, impersonation, [25] and [26]. They also use code injection 

through malicious SQL script to disrupt the network. 

 

There are two possible approaches to obtaining machine learning dataset for a model design in 

the social media domain. The first approach is to use existing dataset while the second approach 

is to using data mining approach. There are several machine learning datasets available in 

different repositories which can be used for model development. Some of the popular dataset 

used in twitter domain and their users include: [13] used detecting-twitter-bot-data from Kaggle; 

[19] used dataset generated by Cresci in 2017;  [12] used TwiBot-20 dataset for their model. In 

using existing dataset, [12] stated that “low user diversity, data scarcity, and limited user 

information are the main problems encountered” in most of them. 
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On the other hand, to obtain the state-of-the-art dataset, data mining approach is often used. Data 

mining is a data gathering process where the researcher goes to the domain of research to collect 

data needed for the research. In artificial intelligence domain, data can be mined by developing a 

web crawler that can be programmed to collect dataset of interest from the domain. Researchers 

like [27] and [28] used data mining approach. This research work will adopt the approach of data 

mining to generate the dataset for the model development. 

 

3. MATERIALS AND METHOD 
 

In this research, data mining approach was used for data collection. A Twitter crawler was 

developed to mine dataset from twitter accounts using Twitter REST API. Domain knowledge 

was used to mine user information from the twitter account to generate the features for the user 

dataset. Features for extraction as designed in the crawler are user: id, screen name, location, 

description, url, protected, followers count, friends count, listed count, created at, favourites 

count, geo-enabled, verified, status count, language, profile use background image, default 

profile, and default profile image for all users. The design of the model for data mining is 

presented in Fig 1. 

 

 
 

Fig 1. Design of the web crawler for data mining  

 

The generated data set is saved to a .csv file for data wrangling and subsequent analysis. 
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3.1. Data Pre-processing 
 

About 36,590 dataset was mined for the training and evaluation of the model. Each dataset 

contain 20 columns that represent features for each twitter account mined. Some of the features 

would have to be transformed to machine understandable format to make it suitable for the model 

training and evaluation, data wrangling will be performed on the collected data. 

 

In pre-processing the data, some features that are Boolean can be converted to integer to enable 

the machine learning algorithm to process them efficiently. Features like protected, geo-enabled, 

verified, profile_use_background_image, default_profile, and default_profile_image that are 

represented by Boolean values of true or false will be converted to data type suitable for 

processing by the model. These Boolean data are converted to its integer equivalence where 0 

represent false for each feature while 1 representing true will mean that the feature is present. For 

example, for the feature protected for a typical user, 1 will mean the user is protected while 0 will 

mean the user is not protected. Similarly, users that have default_profile on their account will 

have it represented by integer 1 while those that do not have default_profile will have integer 0 

representation. Python built-in function astype(int) is used for the Boolean to integer conversion 

of these features. The sample of the dataset after converting from boolean to integer is shown in 

Fig 2. 

 

 
Fig 2.  Boolean to integer pre-processing 

 
3.1.1. Visualization of Feature Distribution 

 

Using some inbuilt functions, more features can be deduced form the original 20 features to 

describe the user in a more explicit manner. First a new feature to see how many days the account 

has been in use will be created using datetime.datetime.now() function in python programming 

language. By simple mathematical operations, other features like „account_age', 

'avg_daily_followers', 'avg_daily_friends', 'avg_daily_favorites' are generated to enhance explicit 

analysis of a typical user. The full features to be used for account-level verification of user 

account are: is_hacker', 'id', 'screen_name', 'location', 'description', 'url', 'protected', 
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'followers_count', 'friends_count', 'listed_count', 'created_at', 'favourites_count', 'geo_enabled', 

'verified', 'statuses_count', 'lang', 'profile_use_background_image', 'default_profile', 

'default_profile_image', 'account_age', 'average_tweets_per_day', 'hour_created', 

'avg_daily_followers', 'avg_daily_friends', 'avg_daily_favorites', 'friends_log', 'followers_log', 

'favs_log', 'avg_daily_tweets_log', 'network', 'tweet_to_followers', 'follower_acq_rate', 

'friends_acq_rate', 'favs_rate' 

 

3.1.2. Statistical Distribution of Features  
 

The collected features of the dataset are plotted to see the statistical distribution of each feature. If 

the selected features are skewed, it will drastically affect the accuracy of the model prediction. 

The following features are plotted on the chart to see their distribution. They are: 

'followers_count', 'friends_count', 'listed_count', 'favourites_count', 'statuses_count', 'lang', 

'account_age', 'avg_daily_followers', 'avg_daily_friends', 'avg_daily_favorites', 'friends_log', 

'followers_log', 'favs_log'. 

 

The distribution of the features are shown in Fig 3 to Fig 14. Most of the distribution graph 

reveals skewed distribution which signals tendency of over fitting in the model development. For 

instance, followers‟ counts of the account users in the dataset plotted in Fig 3 shows a skewed 

distribution of this feature where the users in the dataset collected has less than 0.1. 

 

 

Fig 3. Distribution of followers count 
  

The distribution of the friends‟ counts for the account users in the dataset plotted in Fig 4 also 

shows that the distribution is skewed. 

 

 
 

Fig 4. Distribution of friends count 
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Fig 5. Distribution of listed count 

 

 
Fig 6. Distribution of favourites count 

 

 
 

Fig 7. Distribution of status count 
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Fig 8. Account age 

 

 
 

Fig 9. Average daily followers 

 

 
 

Fig 10. Average daily friends 

 

 
 

Fig 11. average daily favourites 
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Fig 12. Friends log 

 

 
 

Fig 13. Followers‟ log 

 

 
 

Fig 14. Favourites log 

 
3.1.3. Transformation of Skewed Features 
 

Looking at the distribution of the values for the plots in section 2.1.2, we can see that the values 

of most of the features are skewed. The transformation of parameters will be carried out to try to 

correct the skewed features. In the transformation, average_tweets_per_day is gotten by dividing 

statuses_count' by account_age; hour_created is gotten by multiplying created_at with dt.hour. 

Other interesting features generated are: 'avg_daily_followers which is gotten by dividing 
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'followers_count' by 'account_age'; 'avg_daily_friends' which is gotten by dividing the 

'followers_count' by 'account_age'; and 'avg_daily_favorites which is gotten by dividing 

'followers_count' by 'account_age‟. 

 

Logarithmic transformations for highly skewed data are performed for 'friends_log', 

'followers_log', 'favs_log', 'avg_daily_tweets_log', and 'average_tweets_per_day'.  

 

Other possible interaction features needed for user identification will be the „network‟, 

'tweet_to_followers'. Daily acquisition metrics like 'follower_acq_rate, 'friends_acq_rate', and 

'favs_rate' will also require a logarithmic transformation of the features.Fig 15 shows the sample 

of the user dataset after the transformation on the dataset. 
 

 
 

Fig 15. Head of transformed dataset 

 

3.1.4. Correlation of the Features 
 

The confusion matrix is plotted using the feature set to see the correlation of features for hackers 

only.Fig 16 shows the plot for hacker users only. 

 

 

Fig 16. Correlation of potential features for hackers 

 

 



Computer Science & Engineering: An International Journal (CSEIJ), Vol 13, No 4, August 2023 

10 

The confusion matrix is plotted using the feature set of to see the correlation of features for 

humans only. Fig 17 shows the plot for human users only. 

 

 

 
Fig 17. Correlation of potential features: humans only 

 

Fig 18 shows another important feature that could indicate if an account belongs to a human or 

hacker. This feature is “verified”, that is, if the user account has been verified by the service 

provider of the social media platform. the graph shows that most of the generated dataset were 

unverified. 
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Fig 18. verified versus non-verified accounts 

 

3.1.5. Distribution graph for Hacker and Human users 
 

In this section, the graph to show the statistical distribution of hackers against human are 

presented. 

 

 
 

Fig 19. Followers log distribution graph 

 

 
 

Fig 20. Friends log distribution graph 
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Fig 21. Network distribution graph 

 

 
 

Fig 22. Favourites log distribution graph 

 

 
 

Fig 23. Average daily tweets distribution graph 
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Fig 24. Follower acquire rate distribution graph 

 

 
 

Fig 25. Friends acquire rate distribution graph 
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Fig 26. Tweet to followers distribution graph 

 

 
 

Fig 27. Hour created distribution graph 

 

 
 

 
Fig 28. Hour created distribution graph 
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3.1.6. Dataset Features  

 

The selected features for prediction of a social media user are the 'screen_name', 'created_at', 

'hour_created', 'verified', 'geo_enabled', 'lang', 'default_profile', 'default_profile_image', 

'favourites_count', 'followers_count', 'friends_count', 'statuses_count', 'average_tweets_per_day', 

'account_age', 'avg_daily_followers', 'avg_daily_friends', 'avg_daily_favorites', 'friends_log', 

'followers_log', 'favs_log', 'avg_daily_tweets_log', 'network', 'tweet_to_followers', 

'follower_acq_rate', 'friends_acq_rate', and the 'favs_rate'. The sample of the datatset features is 

shown in Fig 29. 

 

 
Fig 29. Dataset features 

 

3.1.7. Final Dataset  

 

The dataset analyzed and saved for the model contains 36590 distinct users with 15 features that 

can be used to predict the type of user on the social media platform. Fig 30 shows the sample of 

the final dataset used for the model development. 

 

 
 

Fig 30. Sample of final dataset 
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4. DISCUSSION  

 

To accurately predict a social media user, from the exploratory analysis, not all features are 

relevant. The dataset analyzed and saved for model development contains a dataset of 36590 

distinct users with 15 features that can be used to predict the type of user on the social media 

platform. The final dataset is available with the user and can be used for development of any 

predictive model or classification problem that has to do with hackers on social media platform. 

Two machine learning algorithms were used to validate the dataset. They are Random Forest and 

XGBoost. To view the feature importance to the two algorithms, charts are plotted to see how 

each model uses the features; this will help in the understanding of the relevant features necessary 

for identification of hackers on social media platform. 

 

 
 

Fig 31. Feature importance for Random Forest 
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Fig 32. Feature importance for XGBoost 

 

The two figures Fig 31 and Fig 32 show how each model used the features in social media user 

identification. Network is important for both, but the rest is pretty scattered. Favourites count 

seems pretty important in both, so does average tweets per day. Random Forest doesn't have 

verified as more important. Also worthy of note is that the feature scores in Random Forest are 

much more than that of XGBoost where network and verified are very high and the rest are much 

smaller. 

 

5. CONCLUSION AND FUTURE WORK 
 

Human physical features or activities can be used to identify a friend in the actual world. To 

develop an intelligent system that can identify hackers in the virtual world, particularly on the 

social media platform, user features have been used. To adequately identify a social media user as 

hacker, there are relevant user details called features that have been used to determine whether a 

social media user is a hacker or not. In this paper, an exploratory data analysis was carried out to 

determine the best features that can be used by a predictive model to identify hackers on the 

social media platform.  

 

A web crawler was developed to mine the user dataset on which exploratory data analysis was 

carried out to select the best features for the dataset. The data set can be used for any predictive 

or classification model to separate human users from hackers on social media platform.In the 

future, we hope to combine the user features with the user activities on the platform to test if it 

will improve the accuracy of prediction. The dataset is available on request by contacting the 

corresponding author. 
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